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Abstract Collaborative filtering (CF) has become an effective way to predict useful
items. It is the most widespread recommendation technique. It relies on users who
share similar tastes and preferences to suggest the items that they might be inter-
ested in. Despite its simplicity and justifiability, the collaborative filtering approach
experiences many problems, including sparsity, gray sheep and scalability. These
problems lead to deteriorating the accuracy of the obtained results. In this work, we
present a novel collaborative filtering approach based on the opposite preferences
of users. We focus on enhancing the accuracy of predictions and dealing with gray
sheep problem by inferring new similar neighbors based on users who have dissim-
ilar tastes and preferences. For instance, if a user X is dissimilar to a user Y then
the user X is similar to the user Y. The Experimental results performed on two
datasets including MovieLens and FilmTrust show that our approach outperforms
several baseline recommendation techniques.
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1 Introduction

Recommender systems (RS) are decision support systems used on the web in order to
help users to choose useful items [1]. They aim to deal with the information overload
problem by predicting useful items based on users’ preferences. RS act as a filter
that allows passing the relevant item to the user and blocks the irrelevant one [2].
Recommender systems are largely used in various domains such as movies [3], music
[4] libraries [5] and e-commerce [6, 7].

In the last decades, various approaches have been proposed for building robust
recommender systems. According to [8], recommender systems can be classified
into three main categories: collaborative filtering (CF) [9], content-based [10] and
hybrid recommender systems [11]. Thanks to its simplicity and justifiability. Col-
laborative filtering remains the most commonly implemented approach on the web
[12]. CF consists in recommending items based on users who share similar tastes
and preferences. Despite its strengths, CF encounters many problems which usually
lead to deteriorating the accuracy of the recommendations. For instance, Gray sheep
is related to users who have unusual tastes and don’t share similar preferences with
other users [13]. Hence, finding a reliable neighborhood is a hard task. Scalability is
another recurrent problem that occurs when computing similarities among all pairs
of users. This task is time-consuming, especially in huge datasets. Conjointly, the
sparsity of data is caused when users do not provide explicit feedback. Actually, in
most cases, users do not rate items in even though they feel an extreme emotion, either
satisfaction or discontent [14].

In this paper, we focus to mitigate gray sheep problems and to improve the accu-
racy of recommendations based on the opposite preferences of users. In other words,
we deal with gray sheep problems by generating new users based on dissimilar
neighbors. The underlying assumption of our approach is that if a user X has an
opposite opinion of a user Y, then, the user —X has the same opinion as the user Y.
Our approach will increase the number of similar neighbors and then allow building
good recommendations.

The rest of this paper is organized as follows:

In Sect. 2 we present an overview of the collaborative filtering baseline approach.
Section 3 introduces the proposed approach and the original contribution of this work.
In Sect. 4, we investigate the effectiveness of our proposal using an experimental
evaluation on several datasets. The conclusions and some perspectives are outlined
in Sect. 5.

2 Background

Collaborative filtering techniques are the most used approach in recommender sys-
tems thanks to its easiness and efficiency [9]. CF assumes that useful pieces of advice
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can be predicted from users who share similar tastes and preferences. These pref-
erences can be expressed explicitly by users using ratings regarding their interests
in items [15]. They can also be inferred by monitoring users’ behavior such as the
history of purchases and the time spent on web content called implicit feedback [16].
The set of these triplets forms a matrix called the rating matrix. It is the basic input
in collaborative filtering used to build effective prediction models and users’ profiles
[17].

In CF, model-based and memory-based techniques remain as the main identified
categories. The former build or learn models from collected ratings based on machine
learning techniques like clustering techniques [18], dimensionality reduction meth-
ods [19], support vector machines, neural networks [20]. The latter referred to as
neighborhood-based collaborative filtering. Memory-based CF [21] is considered as
the earliest CF algorithm. It relies on building recommendations using a similarity-
based neighborhood for either users or items. In fact, user-based CF focuses on
building a neighborhood for active users in order to make predictions for unseen
items. The same reasoning is used for item-based CF. Both use K-nearest neigh-
bor classifiers to generate predictions. In what follows, we present the user-based
approach.

2.1 Memory-Based Recommendation Tasks

As reported by [22], the memory-based approach relies on three steps presented in
Fig. 1.

2.1.1 Data Representation

The first task in neighborhood CF consists of building the rating matrix and to fill
missing values. In fact, in most cases, the rating matrix is usually sparse since users
do not rate items in a regular manner [19]. The most used technique in CF relies on
filling missing values with the average user’s ratings.

Fig.1 Memory-based CF process
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2.1.2 Neighborhood Formation

In this step, a neighborhood of the most similar users is built based on a similarity
metric. The most commonly used formula is the Pearson correlation coefficient. It
has values between —1 and +1 where 41 means total positive correlation, —1 a total
negative correlation and O no association between the two users. It is considered as a
standard way of measuring correlation [23]. Thus, the similarity between two users
a and b is calculated with the following formula:

X1 (ray = Ta) (s = T5)
\/Z;:I (raj — E)Z > (r; — ﬁ)z

Sima’h =

1

2.1.3 Predictions Generation

The final task in the CF process consists in generating predictions for unseen items.
It is computed as an aggregation of similarities between the active user and his
neighborhood in addition to their ratings:

Zl;:l (rp.i —7p) % simy,p

Zf):l |sim51p |

K represents the number of closest neighbors. This prediction function uses the
KNN technique to estimate the rating of an unseen item 1i.

Therefore, based on computed predictions, recommender systems can provide top
N recommendations as a list of items that the active user has never before shown any
interest.

Ps.i = rs + (2)

2.2 Evaluation Metrics

Many measures have been used in the literature in order to measure the accuracy
of a proposed method. MAE (mean absolute error) and RMSE (root mean squared
error) remain as the well-known performance metrics which are broadly used in
recommender systems. MAE computes the average absolute differences between
predicted ratings and real values as presented in the following formula

B N

MAE 3)
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where N is the number of predicted ratings computed during the test phase. p;; is
the predicted rating of user s to item i. ry ; is the real rating value.

RMSE is a quadratic error metric which measures the square root of the average
of the squared differences between predicted and actual ratings:

i s — Ts.i 2
RMSE — \/Z(x.z)(pll\-/ Ts. ) (4)

Even though memory-based techniques are easy to implement and provide good
recommendations, they encounter many issues such as sparsity, scalability and gray
sheep problem which deteriorate the accuracy of predictions. In gray sheep cases, it
is hard for a recommender system to find a dense neighborhood with a high number
of similar users. In fact, in most cases computed similarities show a low degree
of correlation, even negative correlation for some similarity measures like Pearson
correlation coefficient.

3 Our Approach

The baseline collaborative filtering approach uses K-nearest neighbors to make new
predictions. It relies on selecting useful users who have shown a high positive cor-
relation to the active user. In most cases, computed similarities can be positive or
negative that range from —1 to +1. Thus, users who have shown a negative correla-
tion are not used in the prediction phase. In addition, in gray sheep cases, the active
user seems to be lacking the reliable neighbors since most users have low or negative
correlations. Figure 2 below presents an example of a gray sheep situation which
occurs in memory-based CF process.

The basic idea behind our approach focuses on dealing with gray sheep problem
and then enhancing the accuracy of predictions by increasing the size of the reliable
neighborhood.

Active user

i
! O
O m B . |
O oo [
a :
mE :
Dissimilar Similar

Fig. 2 Example of gray sheep situation in memory-based techniques
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Data L
representation

Fig. 3 Proposed memory-based CF process

This can be done by exploiting users who have shown a negative correlation or
a dissimilarity to the active user in a smart way. To do so, we propose to infer new
similar neighbors based on users who have different tastes and preferences for the
active user. The underlying assumption of our approach is that if a user X has an
opposite interest to a user Y, then, the user —X will have the same interest as the user
Y. Indeed, new fictive neighbors will be similar to the active user as their similarity
values will be close to 1. Therefore, inferred users will enhance the density of the
active user neighborhood. Consequently, additional insight will be provided to the
recommender engine to make useful recommendations.

The new process includes an additional step (Fig. 3) before forming the active
user neighborhood called Rating Matrix augmentation.

Rating matrix augmentation step consists in adding new lines in the rating matrix.
Each line will represent an inferred user. He is the opposite user of a real one. This
is achieved by deducing the opposite opinion of each rated item using the following
formula:

—rj = Max — ryj + Min (5)

We denote R the m x n rating matrix where m is the number of users and n
represents the number of items. The entry r,; designates the rating of a user for an
item j.

Max and Min represent, respectively, the high and the low value in a given numeric
scale.

For instance, in a five-scale rating which ranges from 1 to 5, if a user a provided
i = 5 as a rating for an item j, then, the inferred rating of user —a for the item j
will be —ry; = 1.

Figure 4 shows an example of opposite ratings on a 5-point scale using the pre-
vious formula. As presented, the number 3 has the same value after the opposite
transformation. In fact, it represents a neutral opinion.

It lies in inferring ratings of opposite users by providing the opposite opinion on
a given user.

Fig. 4 Example of an
opposite rating matrix in a 5
point scale

[tems

Users L | L|L|[L |||l

-a 1 3 4 2
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Fig. 5 Example of an active user neighborhood after users inference phase

Figure 5 shows an example of the expected output of the neighborhood formation
step. As we can see, blue squares represent the new neighbors based on dissimilar
users. The inferred users are likely to be very similar to the active user.

4 Experimentation and Results

We conducted several experiments using MovieLens and FilmTrust datasets to eval-
uate the effectiveness of our proposed approach. The main objective is to study the
performance of the proposed approach over real-world datasets. In this section, we
first present a brief description of the used datasets. Second, we present the eval-
uation procedure and the specification test environment. Then, we summarize our
experimental results by comparing the performance of our proposed approach with
a well-known baseline CF approach.

4.1 Datasets Collection

The experiments were performed on two commonly used datasets: MovieLens
and FilmTrust [31]. Both are academic research projects of web-based movie
recommender systems.

MovieLens is a five-point scale rating dataset that ranges from 1 (means bad) to
5 (means excellent). It consists of 1682 movies, 943 users and 100,000 ratings.

FilmTrust dataset consists of 1856 users, 2092 movies and 759,922 ratings. It was
collected from a movie recommender systems website based on a social network
which includes ratings and reviews. Ratings are numeric values on a 5-point scale
between 0.5 and 4 stars.
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Fig. 6 MAE comparison using FilmTrust dataset

4.2 Experiments

To test our approach, we conducted a set of experiments using MovieLens and
FilmTrust datasets. We reported the average results of a 10-fold cross-validation.
We ran these experiments on a laptop computer with an Intel i5 at 2.4 GHz and 8 GB
RAM.

Figures 6 and 7 show the obtained results of comparing the User-Based Collabo-
rative Filtering approach (UBCF) as a baseline approach, and our proposed approach
named Augmented UBCEF for each dataset. The figures depict a comparison on MAE
where the horizontal axis is the number of users in the neighborhood. It increases
from 10 to 100 at an interval of 10. In Fig. 7, we can see the MAE of our approach
and the baseline technique, are inversely proportional to the neighborhood size. We
can sec that our approach has lower MAE than the bascline approach. In Fig. 6 we
see that our approach keeps a regular decreasing manner for the MAE while the
baseline approach decreases until N = 30 then it remains stable until N = 70 where
MAE starts increasing.

Overall, we can conclude that our approach provides better performance than the
baseline approach in both datasets.

S Conclusion and Perspectives

In this paper, we have proposed a novel collaborative filtering approach based on the
opposite preferences of users. We focused on enhancing the accuracy of predictions
and dealing with gray sheep problem. Our approach relies on inferring new similar
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neighbors based on users who have shown dissimilar tastes and preferences to the
active user. In order to test our algorithm, we compare it with UBCF as a baseline
approach. A set of experiments performed on two datasets including FilmTrust and
MovieLens datasets show that our proposed approach has achieved good perfor-
mance while solving gray sheep problem. As future work, we plan to investigate the
effectiveness of hybridizing our approach with various machine learning techniques
which seem to bring powerful insight to recommender systems.
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