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Abstract. The increasing use of E-learning environments by learners makes it
indispensable to implement adaptive e-learning systems (AeS). The AeS have to
take into account the learners’ learning styles to provide convenient contents
and enhance the learning process. Learning styles refer to the preferred way in
which an individual learns best. The traditional methods detecting learning
styles (using questionnaires) present many limits, as: (1) the time-consuming
process of filling in the questionnaire and (2) producing inaccurate results
because students aren’t always aware of their own learning preferences. Thus in
this paper we have proposed an approach for detecting learning styles auto-
matically, based on Felder and Silverman learning style model (FSLSM) and
using machine learning algorithms. The proposed approach is composed of two
parts: The first part aims to extract the learners’ sequences from the log file, and
then using an unsupervised algorithm (K-means) in order to group them into
sixteen clusters according to the FSLSM, and the second part consists in using a
supervised algorithm (Naive Bayes) to predict the learning style for a new
sequence or a new learner. To perform our approach, we used a real dataset
extracted from an e-learning system’s log file. In order to evaluate the
performance, we used the confusion matrix technique. The obtained results
demonstrate that our approach yields excellent results.

Keywords: Adaptive E-Learning systems - Felder-Silverman learning style
model - Unsupervised algorithm - Supervised algorithm - K-Means - Naive
bayes

1 Introduction

Adaptive E-learning refers to e-learning systems which provide customized contents
for learners based on their profiles, with the final goal of enhancing their learning
process. Learner profile is a representation of the learner’s behavior while he/she is
interacting with the system, the learner’s behavior can be captured from the web logs
using data mining techniques and then translated to a set of characteristics such as;
skills, knowledge level, preferences, and learning style which is considered as an
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essential factor that directly affects the student’s learning process. Learning style is a
vital learner’s characteristic which must be taken into account in the learning per-
sonalization process, since it refers to the preferred way in which a learner perceives,
treats and grasps the information. There are many learning style models where each
learner is assigned to a learning style class based on the way he/she learns, a lot of LS
models have been proposed such as [1-3], etc. The FSLSM is a popular learning style
model which defines four dimensions (pre-processing, perception, input and under-
standing) and eight categories of learners (Active, reflective, sensing, intuitive, visual,
verbal, Sequential and Global). In this work we have relied on the FSLSM for many
reasons; firstly, because it is the most used in adaptive e-learning systems and the most
appropriate to implement them [4, 5], one other reason is that the FSMSM enables the
LS to be measured according to an Index of Learning Styles (ILS), The ILS consists of
the four FSLSM’s dimensions, each with 11 questions. Using the ILS we can link LS to
appropriate learning objects.

There are many methods to detect a learning style, the traditional one consists in
using questionnaires, applying this method can lead to time consuming and inaccurate
results. Thus to acquire an efficient learning style, we have to detect it automatically
from the log file which contains the learner’s behavior using data mining techniques. In
this paper we have proposed an approach which aims to detect the learners’ learning
styles dynamically based on Felder and Silverman [2] learning style model and using
machine learning algorithms. In the first step of our approach we have extracted the
learners’ sequences from the log file, then we have used an unsupervised algorithm in
order to group them into sixteen clusters where each cluster corresponds to a learning
style, while in the second step, the clusters obtained from the first step have been
considered as a training dataset which was used in order to perform a supervised
algorithm on it and then predicting the learning style of a new sequence

This paper is organized as follows. Section 2 describes the learning style model and
the algorithms used in our approach. Section 3 introduces a literature review of related
work. Section 4 describes the methodology of our approach. The experiments and
results are presented in Sect. 5; Finally, Sect. 6 presents our conclusions and future
works.

2 Background

2.1 Learning Styles

Many definitions appear in the literature concerning the term learning style. Laschinger
and Boss [1] defined learning style as the way in which individuals organize infor-
mation and experiences, while Garity [6] defined it as the preferred way to learn and
process information. Keefe [7] described learning styles as the cognitive, effective, and
psychological behaviors that serve as relatively stable indicators of how learners
perceive, interact with, and respond to the learning environment.

Learning style refers to the preferred way in which a learner perceives, reacts,
interacts with, and responds to the learning environment. Each learner has his own
preferred ways of learning; there are some students who prefer to study in a group,
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other prefer to study alone; some prefer to learn by reading written explanations, other
by seeing visual representations, pictures, diagrams, and charts. In order to ensure an
efficient learning process for learners; the e-learning system should consider the
differences in learners’ learning styles.

2.2 The Felder and Silverman Learning Style Model

A learning style model classifies the learners into a specific number of predefined
dimensions, where each dimension pertains to the way they receive and process
information. Many learning style models have been proposed in the literature, in this
work we have based on the Felder and Silverman model.

According to the previous researches [4, 5], the FSLSM is the most used in
adaptive e-learning systems and the most appropriate to implement them. The FSLSM
presents four dimensions with two categories for each one, where each learner has a
dominant preference for one category in each dimension: processing (active/reflective),
perception (sensing/intuitive), input (visual/verbal), understanding (sequential/global).

Active (A) learners prefer to process information by interacting directly with the
learning material, while reflective (R) learners prefer to think about the learning
material. Active learners also tend to study in group, while the reflective learners prefer
to work individually.

Sensing (Sen) learners tend to use materials that contains concrete facts and real
world applications, they are realistic and like to use demonstrated procedure and
physical experiments. While the intuitive learners prefer to use materials that contains
abstract and theoretical information, they tend to understand the overall pattern from a
global picture and then discovering possibilities.

The visual (Vi) learners prefer to see what they learn by using visual representa-
tions such as pictures, diagrams, and charts. While the verbal (Ve) learners like
information that are explained with words; both written and spoken.

Sequential (Seq) learners prefer to focus on the details by going through the course
step by step in a linear way. In the opposite, the global (G) learners prefer to under-
stand the big picture by organizing information holistically.

2.3 K-Means Clustering Algorithm

The K-means is an unsupervised algorithm which aims to group similar objects into k
clusters [8-10].

In machine learning, unsupervised refers to the problem of finding hidden structure
within unlabeled data. Given a collection of objects each with n measurable attributes,
k-means is an analytical technique that for a chosen value of k, identifies k clusters of
objects based on the objects’ proximity to the center of the k groups. The center is
determined as the arithmetic average (mean) of each cluster’s n-dimensional vector of
attributes.

The following steps illustrate how to find k clusters from a collection of M objects
with n attributes, where each object i is described by n attributes or property values
(P,‘],Piz, .. -aPin) fori = 1,2, .. .,M:
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1. The first step consists in choosing the value of k and the k initial guesses for the
centroids.

2. In the second step we compute the distance from each data point P;, at
(Pi1, P, ..., Py) to each centroid ¢ located at gi,qa,...q, using the following
equation:

3. Then each point is assigned to the closest centroid. This association defines the first
k clusters.

4. After determining the first k clusters, we compute the centroid, the center of mass,
of each newly defined cluster from Step 3 using the following equation.

(@G- Q) = (Ef’llm Shipe z;zlpm>

m m m

2)
5. Finally, we Repeat Steps 2, 3 and 4 until the algorithm reaches the final answer.

2.4 Naive Bayes

The Naive Bayes is a probabilistic classification method based on Bayes’ theorem with
a few tweaks [11, 12]. According to the Bayes’ Theorem, the conditional probability of
event C occurring, given that event A has already occurred, is denoted as P(C/A),
which can be found using the following formula:

P(A\C) = P(C)

Ple\) = =0

(3)

A more general form of Bayes’ theorem assigns a classified label
(C€cy,ca,...,cq) to an object A with multiple attributes (a;,az, . . ., a,) such that the
label corresponds to the largest values of p(c;/A) for i = 1,2, ...,n. Mathematically,
this is shown in the following equation:

Play,az,a;3,...a,\C;) * P(C;)

P(C\A) =
( \ ) P(al,az,a3,...am)

. i=1,2,....n (4)

With two simplifications, Bayes’ theorem can be extended to become a naive Bayes
classifier.

The first simplification is to use the conditional independence assumption. That is,
each attribute is conditionally independent of every other attribute given a class label
C;. See the following equation:
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P(ai,as, . ..ay\Ci) = P(a)\C;)P(a:\C;). . .P(an\C;) HP a\CG) (5

The second simplification is to ignore the denominator P(ai,as,as,...ay).
Because P(ay, az,as, . . .a,) appears in the denominator of P(C;\A) for all values of i,
removing the denominator will have no impact on the relative probability scores and
will simplify calculations.

After applying the two simplifications mentioned earlier, the Eq. (4) can be
extended to become a naive Bayes classifier as follow:

m

P(C\A) ~P(C) - [[ P(a\C:), i=1,2,...,n (6)
j=1

As a result, for an object A, the naive Bayes classifier assigns the class label C; that
maximizes the equation:

m

C)-[[P@\C), i=12,...n (7)

J=1

3 Related Works

Many approaches have been proposed to automatically detect students’ learning styles
based on machine learning techniques. Those literature works have been relied on
various classifiers. Feldman et al. [13] found that the Bayesian network classifier is one
of the most widely adopted classifiers to infer the leaning style.

Garcia et al. [14] used Bayesian Networks to detect the learning style of a student in
a Web-based education system. To evaluate the precision of their proposed approach,
they compared the learning style detected by their approach against the learning style
obtained with the index of learning style questionnaire.

Bunt and Conati [15] addressed this problem by building a BN able to detect the
difficulty that learners face during the exploration process; and then providing specific
assessment to guide and improve the learner’s exploration of the available material.

Decision tree is a classification algorithm that is also frequently used in the field of
automatic detection of learning styles. Kalhoro [16] proposed an approach to auto-
matically detect the learners’ learning styles from web logs of the students using the
Data Mining technique, and the Decision Trees classifier. Kolb’s learning style theory
was incorporated to understand e-learners’ learning styles on web. Pantho and Tiantong
[17] proposed an approach to classify VARK (Visual, Aural, Read/Write, Kinesthetic)
learning styles of learners by using Decision Tree C4.5 algorithm. Data concerning
learning styles of learners were collected via a questionnaire responded by 1205
students. The collected data were then classified using Decision Tree C4.5 algorithm.
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Neural networks are also commonly used in the automatic detection of learning
styles, Hmedna et al. [18] proposed an approach that uses neural networks to identify
and track learners learning styles in order to ensure efficient recommendation of
resources. Their work was based on Felder-Silverman’ dimensions. Hmedna et al. [18]
introduced an automatic student modeling approach for identifying learning style in
learning management systems according to FSLSM. They proposed the use of fuzzy
cognitive maps FCMs as a tool for identifying learner’s learning style. FCMs are a soft
computing tool which is a combination of fuzzy logic and neural network.

Similarly to the previous algorithms; KNN is frequently used to detect the learning
styles automatically, Chang et al. [19] proposed a learning style classification mech-
anism to classify and then identify students’ learning styles. The proposed mechanism
improves k-nearest neighbor (k-NN) classification and combines it with genetic
algorithms (GA).

As can be noticed, all the previous works relied on a learning style model in their
approaches. Most of the proposed approaches used the FSLSM’s dimensions and
considered that there are 8 learning styles where each one corresponds to a dimension’s
category. In reality, there are sixteen learning style combinations obtained by com-
bining one category from each dimension. Similarly, to the previous work; we have
also relied on the FSLSM, but by considering sixteen LSC.

4 Methodology

An adaptive E-learning system takes into account the learner’s learning style and
provides contents to the learners based on their preferred learning styles which are
identified using the learners’ sequences. To identify a learner’s learning style we have
to rely on a standard learning style model such as FSLSM, where the captured
sequences can be labeled with a specific learning style combination using an unsu-
pervised algorithm. In order to implement the unsupervised algorithm, the learner’s
sequences which have been extracted from the log file, must be transformed to the input
of that algorithm.

The learning sequence of a learner is defined by the various learning objects accessed
by that specific learner during a session. Each sequence contains the sequence id, session
id, learner id, and the set of learning objects accessed by the learner in a session.

After detecting the learners’ sequences; our first aim is to classify them according to
FSLSM by assigning a specific learning style combination to each sequence, and our
second aim is to use those labeled sequences as training set in order to predict the
learning style of a new sequence.

In the first step we have used a clustering algorithm, while in the second step we
have used a classification algorithm. In our proposed approach we have used the two
following algorithms:

e K-means algorithm: in order to assign a label to each sequence based on FSLSM.
e Naive Bayes classifier: in order to classify a new learner, or a new sequence of an
existing learner according to the FSLSM.

The following schema resumes our proposed approach (Fig. 1).
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Fig. 1. Our approach

The next subsections are organized as follows: first of all, we will represent how to
match each learning object with its appropriate learning style combination, then we will
describe how the clustering and classification algorithms were used in our approach.

4.1 Matching LSC to Learning Objects

In order to match a LSC to a learning object, we should have relied on a LSM, in our
work we have based on the FSLSM for many reasons, one important reason, is that the
FSLSM considers that the student’s learning style can be changed unexpectedly and in
a non-deterministic way [4], therefore, our approach aims to update the student’s
learning style dynamically after each interaction with the adaptive e-learning systems.
According to the previous researches [5], the FSLSM is the most used in adaptive
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e-learning systems and the most appropriate to implement them. According to FSLSM
there are four dimensions, where each dimension contains two opposite categories, and
each learner prefers a specific category in each dimension. Thus, to identify the learner’
learning style; we have to determine a combination composed by one category from
each dimension. As a result we will obtain sixteen combinations:

Learning Styles Combinations (LSCs) = {(A,Sen,Vi,G),
(A,Sen,Vi,Seq), (R,Sen,Vi,G), (A,Sen,Ve,Seq), (A,Sen,Ve,G),
(R,Sen,Ve,Seq), (R,Sen,Ve,G), (A,I,Ve,G), (A,I,Vi,Seq), (A,
I,vi,G), (R,I,vi,Seq), (R,I,Vi,G), (R,S,Vi,Seq), (A,I,Ve,
Seq), (R,I,Ve,Seq), (R,I,Ve,G)}.

Basically, we suppose that each LSC reflects the preferred learning objects
(Los) that are accessed by a learner during the learning process, so in order to identify
the LSC for each learner, we first have to match the Los with its appropriate LSC.
Based on the matching table presented in our previous work [20, 21]; we have obtained
the following table, where the mapped learning objects are considered as feature values
of the K-means clustering algorithm.

4.2 The K-Means Algorithm

The first step in our approach consists in using the K-means algorithm in order to
classify the learners’ sequences according to the sixteen learning style combinations
where the sequences of learners are given as an input to the algorithm, and the sixteen
LSCs are given as the labels to assign to the resulted clusters.

After extracting the learners’ sequences from the log file using data mining tech-
niques, we can use them as an input to the K-means by turning them into a matrix with
M rows corresponding to M sequences and sixteen columns to store the attribute values
where the attributes of each sequence correspond to the sixteen Los presented in the
previous mapping table (Table 1). Therefore each sequence S; is described by sixteen
attributes values (ai1,asp, . ..,ai6) for i=1,2,...,M where a;; corresponds to the
number of occurrences of the Lo video in a sequence S;, aj, Corresponds to the number
of occurrences of the Lo PTT, and so on.

In order to perform the k-means algorithm we used the R software framework for
statistical analysis and graphics, and in order to write and execute the R code easily, we
used the RStudio as a graphical user interface. The dataset employed in our approach
was extracted from the E-learning platform’s log file' of Sup’Management Group.”
This dataset records 1235 learners’ sequences. The following steps describe how we
used the K-means with the R language.

o Firstly, we installed the following necessary packages: plyr, ggplot2, cluster, lattice,
graphics, grid, gridExtra.

e Secondly, we have imported the data file that contains 17 columns, where the first
column holds a sequence identification (ID) number, and the other columns store
the number of occurrences of the sixteen Los in each sequence. Because the

! http://www.supmanagement.ma/fc/login/index.php.
2 http://www.supmanagement.ma/fc/.
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sequence id was not used in the clustering analysis, it was excluded from the K-

means input matrix.

e Finally, the K-means algorithm was executed giving k = 16, the results are dis-
played in the two following captured pictures (Fig. 2).
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Fig. 2. The location of the cluster means

The picture above shows the number of sequences in each cluster and the coor-
dinates of the clusters’ centroid. The obtained clusters were labeled with the LSCs
based on the minimum distance between the clusters’ centroid and the LSCs’ vectors
that were presented in Table 1. The result of the clustering is shown in Table 2.

4.3 Naive Bayes Algorithm

After applying the K-means algorithm and labeling the sequences with the LSCs, the
labeled sequences were used as a training dataset to train the classification algorithm,
and then use it to predict the LSC for a new sequence.

In our work we have applied the Naive Bayes classifier for many reasons. First of
all, because it’s one of the most efficient machine leaning algorithms, it learns fast and
predicts equally so, and it doesn’t require lots of storage. A very important charac-
teristic of Naive Bayes for our work is that it is a probabilistic classification method,
therefore, in our approach we consider that the learner’s LSC is not deterministic and
not stationary since it can be changed during the learning process in an unexpected
way, thus we can measure the LSC for a given learner after each iteration using a
probabilistic method.

Given a sequence with a set of attributes A = {aj /i=12.., 16} where j corre-
sponds to one of the sixteen learning objects existed in the matching table (Table 1),
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Table 2. Result of k-means clustering algorithms

Cluster ID | Combination Number of sequences in each cluster | Total
C01 R, I, Ve, G) 58 1235
C02 (A, 1, Ve, G) 73
C03 (R, Sen, Ve, G) | 174
Co4 (A, Sen, Ve, G) 48
Co05 R, I, Vis, G) 82
C06 (A, 1, Vi, G) 56
Co7 R, S, Vi, G) 187
C08 (A, S, Vi, G) 59
C09 (R, I, Ve, Seq) 35
C10 (A, 1, Ve, Seq) 32
Cl1 (R, Sen, Ve, Seq) | 113
Cl12 (A, Sen, Ve, Seq)| 56
C13 (R, L, Vi, Seq) 46
Cl4 (A, 1, Vi, Seq) 96
Cl15 (R, Sen, Vi, Seq) | 37
Cl6 (A, Sen, Vi, Seq) | 53

and a;; takes one value: (yes or No), yes if the jth learning object exists in the sequence,
No if the jth learning object doesn’t exist in the sequence,

Given a set of classified labels C = {Cy, Cy, ..., Ci¢} where C; corresponds to one
of the sixteen LSCs.

According to the Naive Bayes Classifier, for each new sequence S;, we will assign
the classifier label C; that maximizes the following equation:

16

P(C) - []P(@\C), i=1.2,...,16 (8)
j=1

In order to predict the LSC for new sequences, we used the Byes naive in R with
the package e1071, and in order to be sure about the efficiency of the algorithm, we did
an experiment using the confusion matrix in R with caret. The following section
describes the experiment steps and the obtained results.

5 Experiment and Results

5.1 Performance Metrics for Classification Problems

In order to evaluate the performance of the classifier used in our approach, we have
used the confusion matrix technique. The confusion matrix technique is a specific table
layout that summarizes the number of correct and incorrect predictions in each class,
and it is used to compute several validation metrics.
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We suppose that we have a confusion matrix with n classes; the following Eqgs.
(9)—(12) show how to compute the total number of false negative (FN), false positive
(FP), true negative (TN), and the true positive (TTP).

FN is the number of instances the classifier predicted as negative but they are
positive.

FNZ' = Z Xij (9)
*20cj = 1
j#1
(FP) is the number of instances the classifier predicted as positive but they are
negative.

FP; = Z Xji (10)
*x20¢j = 1
Jj#1

(TN) is the number of negative instances the classifier correctly identified as
negative.

TN,': i i Xik (11)

*20cj =1 *20¢j =1
J#I J#i

(TP) is the number of positive instances the classifier correctly identified as
positive.

n
TTPa]l = Z)ij (12)
Jj=1

In order to evaluate the performance of a classifier, the following measures
(Egs. 13-17) can be computed for each class i based on the equations described above.

Precision (Positive Predictive value) is the fraction of true positive instances among
the predicted positive instances.

TP
" TP; + FP;

(13)

i

Negative Predictive Value (NPV) is the fraction of true negative instances among
the predicted negative instances.
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N;

NPV, = ——
TN; + FN;

(14)

Recall (Sensitivity) is the proportion of positive instances that are correctly clas-
sified as positive.

TP;

= (15)
TP; + FN,

i

Specificity (True negative rate) is the proportion of negative instances that are
correctly classified as negative.

TN;

= (16)
TN, + FP;

i

Accuracy, defines the rate at which a model has classified the records correctly.

B TTP
total number of classifications

(17)

5.2 Experiment

In order to compute a confusion matrix we need a dataset with expected outcome
values, and a test dataset with predicted outcome values. In our experiment, the dataset
with expected outcome value corresponds to the 128 sequences that we have taken
from the training dataset obtained after performing the k-means algorithm. While the
test dataset with predicted outcome values corresponds to the same 128 sequences after
removing their LSCs’ classes and predicting them again using the naive Bayes clas-
sifier. Therefore we have obtained a confusion matrix with sixteen LSCs’ classes,
where for each class we have computed the number of correct and incorrect predictions
using the expected and predicted classes’ values.

To compute the confusion matrix and the validation metrics described in the
precedent subsection we have used the R with the package caret, the following sub-
section describes the obtained results.

5.3 Results and Discussion

A well performed model should have for each class a high Precision (PPV), NPV,
Recall (Sensitivity) and Specificity that are perfectly 1, and it should also have a high
Accuracy.

The captured picture below shows the results obtained after computing the con-
fusion matrix using R with the package caret. As can be noticed, all the validation
metrics mentioned above have high values, so we can say that the classifier used in our
approach has well performed (Fig. 3).
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@ -/R/confusion-meatrix - Rstudio - x
File Edt Code View Plots Session Build Debug Profile Tools Help

o - o - Addins - ) confusion-matrx
Console  Terminal & Enionment Histery)

# Import Data
overall statistics

>

7 Global Environment ~

Accuracy : 0.8906 vata
95% €I : (0.8233, 0.9389) res. List
No Information Rate : 0.0625
P-value [AcC > NIR] © < 2.2e-16 Values
exp.. Factor
Kappa : 0.8833 pre.. Factor
Mcnemar ‘s Test P-value : NA
statistics by Class:
Class: A,I,ve,G Class: A,I,ve,Seq Class: A,I,Vi,G Class: A,I,vi,Seq Class: A,S,Ve,G Class: A,S,Ve,Seq Class: A,S,Vi,G
sensitivity 1.00000 0.75000 0.87500 1.0000 0.87500 1.0000 1.00000 Files  Plots  Packages
Specificity 0297500 1.00000 1100000 120000 0.99167 110000 0.99167
Pos Pred value 0.72727 1.00000 1.00000 1.0000 0.87500 1.0000 0.88889
Neg pred value 1100000 0.98361 0.99174 120000 0.99167 10000 1.00000
prevalence 0106250 0.06250 0.06250 0.0625 0.06250 00625 0.06250
Detection Rate 0.06250 0.04688 0.05469 0.0625 0.05469 0.0625 0.06250
Detection Prevalence 0.08594 0.04688 0.05469 0.0625 0.06250 0.0625 0.07031
Balanced Accuracy 0.98750 0.87500 0.93750 1.0000 0.93333 1.0000 0.99583 Blkconisioi
Class: A,5,vi,seq Class: R,I,ve,G Class: R,I,ve,Seq Class: R,I,vi,G Class: R,I,vi,seq Class: R,S,ve,G Class: R,S,Ve,Seq
sensitivity 0.87500 0.87500 0.75000 1.00000 0.75000 1.00000 0.75000
specificity 1.00000 o. 1.00000 0.98333 7 0.98333 0.99167
Pos Pred value 1.00000 0. 1.00000 0.80000 0.80000 0.85714
Neg Pred value 0.99174 o. 0.98361 1.00000 1.00000 0.98347
Prevalence 0.06250 0.06250 0.06250 0.06250 0.06250 0.06250
Detection Rate 0.05469 0.05469 0.04688 0.06250 0.06250 0.04688
Detection prevalence 0.05469 0.07031 0.04688 0.07812 0.07812 0.05469
Balanced Accuracy 0.93750 0.92917 0.87500 0.99167 0.87083 0.99167 0.87083
Class: R,5,Vi,G Class: R,5,Vi,5eq
sensitivity 0.87500 0.87500
specificity 0.99167 1.00000
Pos Pred value 0.87500 1.00000
Neg Pred value 0.99167 0.99174
prevalence 0.06250 0.06250
Detection Rate 0.05469 0.05469
Detection Prevalence 0.06250 0.05469
Balanced Accuracy 93333 0.9375¢
> expected <- factor(c("A,S,Vi,Sea” , "A,S,Vi,G" , "R,S,Vi,Seq” , "R,5,Vi,G" , "A,S,Ve,Seq” , "A,S,Ve,G", "R,S,Ve,Seq”, "R,S,ve, v

5 10
H © Teperici pour rechercher '} % osrrs B

Fig. 3. The confusion matrix obtained from the expected and predicted datasets used in the
experiment

6 Conclusion

In this work, we have proposed an approach which aims to predict the learners’
learning style automatically, this approach consists of two steps; in the first step the
learners’ sequences were extracted from the log file then transformed to an input of the
K means algorithm. The k means algorithm was used to group students into sixteen
clusters based on FSLSM, where each cluster was labeled with a learning style
combination. The second step consists in performing an unsupervised algorithm (Naive
Bayes) to predict the LS for a new sequence. We evaluated the performance of our
approach using the confusion matrix. The produced results show that our approach
performs well. In the future work we will have compared the performance of the naive
Bayes classifier with other machine learning techniques such as the neural networks
and decision tree.
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